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Abstract—Facial expression recognition is an important task in 

computer vision, the application of facial expression recognition in 

various fields continues to grow and its research is receiving 

increasing attention. However, sample noise and label noise are 

important challenges that cannot be ignored in facial expression 

recognition. The dual attention correction approach is proposed, 

which aims to raise the accuracy of local attention and focus on the 

importance of global attention. Specifically, the correction of local 

attention is reflected on the fact that the importance of each 

channel is increased through channel attention, as a result it 

suppresses useless features for the FER task, enhances useful 

features and prompts the classification loss function to obtain a 

more accurate basis of classification. The correction of global 

attention is reflected on the fact that more global information 

attracts attention with the help of spatial attentional shift 

consistency, therefore classification errors caused by local 

attentional “errors” are avoided. Under the influence of 

classification loss and spatial shift attention consistency loss, 

theDacFER method solves problems of input and label corruption 

and achieves recognition performance comparable to state-of-the-

art methods of large-scale datasets RAF-DB and AffectNet in the 

wild. Our code will be made publicly available. 

Keywords—Facial expression recognition, dual attention, noise 

label. 

I. INTRODUCTION 

Facial expression is one of the most visible and easily 
captured clues of human emotions [1]. Hence, facial expression 
recognition (FER) has a wide range of applications in education, 
healthcare, transportation, and human-computer interaction [2–
4]. FER has a wide range of applications in the field of 
education. It can help teachers better understand and pay 
attention to students' learning status and needs, thereby 
improving the quality and effectiveness of teaching. Firstly, 
facial expression recognition can assist teachers in better 
classroom management. By observing students' facial 
expressions, teachers can assess their emotional and attentional 
states, and make timely adjustments to teaching strategies and 
classroom management methods. Secondly, facial expression 
recognition can help teachers personalize their teaching. By 
observing students' facial expressions and emotional states, 
teachers can assess their learning status and needs, and provide 
personalized instruction and guidance. Furthermore, facial 
expression recognition can be applied to online learning. In 
online learning, students often lack face-to-face interaction with 
teachers, making it difficult for teachers to assess their learning 
status and needs. In summary, the application of facial 

expression recognition in the field of education can help 
teachers better understand and pay attention to students' 
learning status and needs, thereby improving the quality and 
effectiveness of teaching. It has broad prospects for application 
in classroom management, personalized teaching, and online 
learning.  

Recently, some excellent work has achieved superior 
performance in the FER benchmark datasets, nonetheless, 
uncertainty remains an important challenge for FER [5]. The 
uncertainty is primarily caused by noise, and the common FER 
dataset noise is divided into two categories: input noise and 
label noise. Specifically, input noise is the distortion at the 
image level. In Fig. 1, the difficulty in key feature extraction 
increases because facial texture and muscles have changed due 
to the age factor, therefore insufficient basis for deep learning 
classification leads to the ground-truth happy label being 
misclassified into the wrong sad label. Figure 1 is not identified 
as correspondingly correct labels owing to occlusion, lighting, 
makeup, blurring, posture and so on. Row 2 of Fig. 1 shows the 
noise label samples. The sample is labeled as happy, but its 
label is inclined to angry. The sample is labeled as surprise, but 
in fact its label should be neutral. The following samples also 
demonstrate the uncertainty of other labeled noise samples. The 
distribution of label noise of samples for deep learning 
capability is reflected in the fact that even through random label 
inputs, deep learning can completely remember noisy labels, 
degrading the generalization of the model [6]. The input noise 
increases feature extraction difficult because of the distortion of 
the image, so it cannot provide a basis for accurate 
classification. 

 
Fig. 1. Sample images selected on the RAF-DB dataset, the first row shows the 
input corrupted emoji images, the second row is the noise labeled facial images. 

To mitigate the label noise and input noise issues, in-depth 
research has been done with excellent results. Firstly, the 
strategies to combat noisy labels can be divided into three 
categories: discarding, weighting, and modifying. Discarding is 
to remove the noisy labels from the training set. Weighting 



refers to rank the reliability of noisy labels by noise-supervised 
methods. Modifying means the modification of possible noisy 
labels by regularized sorting. These strategies suppress noisy 
labels through the mixture of supervised classification loss and 
unsupervised consistency loss, focusing on the global 
significance of the samples. Secondly, as for input noise combat, 
more efficient feature extraction and key feature screening are 
required. At present, the feature extraction of CNN combined 
with attention mechanism is popular, which focuses on the local 
meaning of the image.  

It is very important to pay attention on the global versus 
local meaning of image samples to mitigate FER uncertainty. 
To this end, we propose the Dual Attention Correction 
(DacFER) method with global and local attention for facial 
expression recognition. The major contributions of this paper 
can be summed as three aspects: 
 Firstly, the channel attention mechanism is introduce into the 

DacFER method to enhance relevant features, suppress 
useless features, and enhance the feature extraction 
capability of the model against input corruption noise. 

 Secondly, the spatial transformation attention consistency is 
proposed to correct the global attention of the samples 
against label noise. 

 Thirdly, uniformly correcting local attention with global 
attention achieves excellent performance on large-scale 
benchmark datasets. 

II. PROPOSED MODEL 

A. Preliminary 

Recently, facial expression recognition task has attacked 
many attention by the researcher. The research scenario 
changes from the laboratory to the wild, the mainframe network 
extends from CNN to Transformer. The loss function shifts 
from supervised classification loss function to a mixture of 
supervised classification loss and unsupervised consistency 
loss, the feature extraction moves from single high-level 
features to multi-scale semantics, and various outstanding work 
emerge in endless succession. 

Currently, one of the most effective methods of local 
attention correction is the attention mechanism [8], including 
feature-related attentional mechanism, generic attentional 
mechanism, and query-related attentional mechanism [9]. To 
further improve the accuracy of face location, the authors 
introduced boundary prediction and CoordConv algorithm with 
boundary coordinates to deal with the imbalance between 
foreground and background pixels, and further apply spatial 
attention to realize the separation of face and background. In 
[10], Wang et al. proposed the RAN method, a new regional 
attention network, to adaptively capture the importance of 
facial region to gesture variable FER. Wang et al. [7] proposed 
a spatial attention method in order to capture key local 
similarities and adaptively weight different local patches. In 
[11], Farzaneh et al. proposed the DacFERL method [14], 
which has integrated an attention mechanism, and can estimate 
the attention weight value to represent the importance of 
features. This model can extract the intermediate space feature 
by CNN framework. The global attention is introduced to 
address the noisy labels problems. In fact, counteracting noisy 
labels benefits from multi-label learning technology. For 
example, Li et al. [12] proposed a spatial regularization 

network, which applies semi-supervised learning technology to 
generate the target probability according to the model output. 
Moreover, this method designed a regularization term to guide 
the model towards to these targets, implicitly preventing the 
memory of incorrect labels. Then, Li et al. proposed a contrast 
learning method for facial expression recognition task, which 
imposes smoothing constraints on adjacent samples to clear the 
noise, embeds the facial images into a low-dimensional 
subspace, and regularizes the geometric structure of the 
subspace by using robust contrast learning, including a mixture 
of unsupervised consistency and supervised classification loss. 
On the basis of the above work, the DacFER method is 
proposed for facial expression recognition. 

B. DacFER module 

The overall architecture of our method is shown in Fig. 2, 
which mainly consists of a mainframe CNN, local attention 
correction and global attention correction. The mainframe CNN 
is leveraged to extract the feature maps. ResNet-50 is adopted 
here owing to its strong generalization ability and superior 
overall performance. For any given transformation, such as 
convolution, a feature mapping U that maps the input to 
constructs an attention block for feature recalibration. The 
formula is denoted as, 

𝑈 =  𝐹𝑡𝑟(𝑋).                

 

 

Fig. 2. Overall architecture of the dual attention correction model. First, the 
facial images are input to Stem CNN to extract feature maps. Second, through 

the channel attention mechanism, spatial channel dependencies are modeled 

and channel weights are reassigned to enhance useful channel features and 
suppress useless channel features. Third, while using softmax classification loss, 

the class activation mapping of the joint sample feature map is utilized to 

correct local attention and enhance global attention with the help of flipped 
sample feature map attention.  

Class activation mapping (CAM) is a famous attention 
visualization method that allows us to visualize the class heat 
regions predicted on a specific image, highlighting the key 
regions of interest for the CNN model. Dimensionality 
reduction, parameter reduction, and assigning classification 
meaning to channels are achieved by global level pooling of the 
feature map Fi. Full connectivity is utilized as a classifier for 
classification. Note that the graph is a weighted sum of the 
feature maps of the third convolutional layer and the weights of 
the fully connected layer, and the weighting is done by a 
product operation with the following equation: 



𝑧𝑐 = 𝐹𝑠𝑞(𝑢𝑐) =
1

𝐻×𝑊
∑ ∑  𝑢𝑐(𝑖, 𝑗)𝑊

𝑗=1
 

 𝐻
𝑖=1  ,   

where the weights of FC layers is denoted by W ∈𝑅𝐾×𝐶, and 
K means the number of classes. Attention graph calculation 
means 𝑀𝑗, in which Mj(h, w) is the attention value of location 

(h, w) for class index j and the weighted sum of feature maps 
over different channels. In this model, the famous CAM is 
employed to calculate attention mappings from the input image 
to show the features that the model pays attention to. 

DacFER method applies Softmax loss for basic 
classification and corrects local attention. M denotes the 
number of samples in a batch, 𝑦𝑖  is the true label, K denotes 
the total number of categories, and it extracts the d-dimensional 

features 𝑥𝑖 ∈ 𝑅𝑑×1×1,𝑤 ∈ 𝑅𝑑×𝐾 ,b∈ 𝑅𝐾×1, in which 𝑤, 𝑏, are 
the weights and biases of the fully connected layer, respectively. 

As for 𝐿𝑠, the probability distribution P is calculated on the 
category where the Softmax function is located, and finally, the 
cross-entropy loss is calculated as the difference between the 
predicted and true label values, and the final Softmax loss is 
derived as follows, 

𝐿𝑠 = −
1

𝑀
∑  𝑀

𝑖=1 ∑  𝐾
𝑗=1 𝑦𝑖𝑙𝑜𝑔 𝑝(𝑦 = 𝑗 ∣ 𝑥𝑖)

= −
1

𝑀
∑  𝑀

𝑖=1 𝑙𝑜𝑔 
𝑒

𝑤𝑦𝑖
𝑇 𝑥𝑖+𝑏𝑦𝑖

∑  𝐾
𝑗=1 𝑒

𝑤𝑗
𝑇𝑥𝑖+𝑏𝑗

.       

The correction of global attention is supervised by metric 

learning, in which 𝑀𝑖𝑗 denotes the weighted feature map, and 

(𝑀′)𝑖𝑗  denotes the weighted feature map of the flipped 

samples, 

𝐿𝑐 =
1

𝑀𝐾𝐻𝑊
∑  𝑀

𝑖=1 ∑  𝐾
𝑗=1 ∥ 𝑀𝑖𝑗 − 𝐹𝑙𝑖𝑝(𝑀′)𝑖𝑗 ∥2,     

where 𝐿𝑠and 𝐿𝑐  jointly supervise attention correction training 

processes. Both local attention and global attention rely on loss 

functions for optimization iterations, 

𝐿𝑡𝑜𝑡𝑎𝑙 = 𝐿𝑠 + 𝜆𝐿𝑐,                

where λ represents the coefficient of consistency loss, which is 

utilized to control the contribution of consistency loss to the 

network. 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Implementation Detail 

The SE-ResNet-50 is introduced as the backbone in our 
experiment. The pre-training model was trained on the MS-
Celeb-1M dataset and then fine-tuned on the VGGFace2 dataset. 
In our experiment, the standard Adaptive Moment Estimation 
(Adam) optimizer is leveraged for weight attenuation of 
1×10−4. All the input images are enhanced in real time by 
randomly erasing an area of the image to zero. The input facial 
images are cropped the central region in the testing stage. A 
crop of size 224×224 was extracted from a 256×256 input facial 
images. The proposed DacFER is trained 60 rounds on RAF-
DB with an initial learning rate of 0.001 and attenuation of 0.9 
times per round. Alternatively, we trained ResNet on AffectNet 
for 20 cycles with an initial learning rate of 0.0001 and a 5-fold 
decay in each five cycles. The batch size is set as 64 for both 

datasets. The parameter λ is equal to 1 in this article. Under our 
particular trunk architecture setup, the depth features are 2048 

dimensional, and the last convolution feature map x×1 has a 

size of 2084×7×7. In this work, the pytorch deep learning 
framework is utilized to train the proposed DacFRE model on 
a NVIDIA RTXA4000 GPU with 16GBV-RAM. Conducting 
experiments on RAF-DB, AffectNet, and FERPlus datasets. 

B. Experimental results 

In Table 1, it shows the recognition accuracy of the DacFER 
method on the RAF-DB datasets. Since RAF-DB is an 
unbalanced dataset, we also report the average recognition 
accuracy. Experiments on the RAF-DB dataset demonstrate 
that our method outperforms the current state-of-the-art 
methods, achieving an overall recognition accuracy of 90.61% 
and an average accuracy of 83.14%. In Table 2, it shows the 
recognition accuracy of the DacFER method on the AffectNet 
datasets. Experimental results on AffectNet dataset 
demonstrate that the proposed method can achieve 65.46% 
recognition accuracy, which is better than other comparing FER 
method. 
TABLE 1. STANDARD AND AVERAGE ACCURACIES WERE COMPARED ON THE 

RAF-DB DATASET. 

Methods Acc. (%) Avg.Acc (%) 

FSN  81.10  - 

pACNN [15]  83.27 - 

DLP-CNN 84.13 74.20 

ALT 84.50 76.50 

gACNN 85.07 - 

IPA2LT 86.77 - 

RAN [10] 86.90 - 

SCN 87.03 - 

DACL [11] 87.78 80.44 

KTN [16] 88.07 - 

DMUE [1] 88.76 - 

RUL [5] 88.98 - 

EAC [13] 90.35 - 

Proposed DacFER 90.61 83.14 

 
TABLE 2. EXPRESSION RECOGNITION ACCURACY OF VARIOUS METHODS WAS 

COMPARED ON AFFECTNET DATASET 

Methods Acc. (%) 

pACNN [15]  55.33 

IPA2LT 57.31 

IPFR [17] 57.40 

separate loss [18] 58.89 

DDA loss 62.34 

RAN [10] 59.50 

SCN 60.23 

DACL [11] 65.20 

KTN [16] 63.97 

DMUE [1] 62.84 

RUL [5] 61.43 

EAC [13] 65.32 

Proposed DacFER 65.46 

To achieve a more detailed understanding of the 
experimental results, we visualize the performance of the 
DacFER method for recognizing various facial expressions 
using a confusion matrix. 



 
Fig. 3. The confusion matrix: visualizing the recognition performance of the 
DacFER method on RAF-DB and AffectNet for different facial expressions. 

In Fig. 3, it can be found that the proposed DacFER method 
on the RAF-DB can achieve an accuracy of over 80% for the 
recognition of emotions other than disgust and fear. Among 
them, the accuracy for recognizing happiness is the highest, 
reaching 97%. However, the recognition accuracy for disgust 
and fear is relatively low. This imbalance in recognition 
accuracy is caused by the uneven distribution of sample 
quantities. On the AffectNet, happy achieved the highest 
recognition accuracy, reaching 89%, while the recognition rates 
for other types of expressions were around 60%. This indicates 
that in a balanced dataset, the distribution of recognition 
accuracy among different categories is relatively balanced. 
However, the long-tail distribution problem in facial expression 
recognition tasks still needs to be addressed. It can be conclude 
that the proposed DacFER method has shown excellent 
performance in various expression recognition tasks on the two 
datasets, but the negative impact of long-tail distribution 
samples on the model has not been eliminated. 

 
Fig. 4. Visualization of deep learning features, using the t-SNE method is 
shown. Left, right are the distribution of deep learning features under baseline 

method, DacFER method, respectively. 

Figure 4 shows the feature vectors after t-SNE visualization, 
and the comparison shows that DacFER increases the inter-
class separability and reduces the intra-class variability 
compared with the CE method. The DacFER method has 
superior classification performance. 

C. Ablation study 

To further elucidate the effectiveness and work theory of the 
DacFER method, we conducted the following ablation 
experiments: 1) Compare the recognition accuracy rate of the 
baseline method with the LAC and GAC methods, and 
deconstruct the contribution of each part of the DacFER method 
to the model performance improvement; 2) Visualize the 
attentional focus regions of the baseline, LAC, GAC, and 
DacFER methods on the samples by the GAM method; 3) 
Compare the DacFER method with the baseline method on 

RAF-DB dataset and AffectNet dataset to show more 
experimental details. 

Table 3 shows the recognition accuracy ablation 
experiments for the RAF-DB and AffectNet datasets. On the 
AffectNet, the recognition accuracy of the baseline method is 
62.09%, the LAC method with the addition of channel attention 
improves 1.23% on this basis, the GAC with the addition of flip 
attention correction improves 2.14%, and the DacFER method 
improves 3.37%, which shows that both the LAC method and 
the GAC method can effectively improve the recognition 
accuracy of the model. The ablation experiments on the RAF-
DB also proved the above conclusions. 
 

TABLE 3. EVALUATE THE ABILITY OF CNN, LAC, GAC TO CONTRIBUTE TO 

DACFER METHOD ON RAF-DB,AFFECTNET DATASET. 

Furthermore, the GAM method is utilized to visualize the 
attentional focus regions of the various methods on the samples, 
as shown in Fig. 5. The baseline method focuses on some 
regions of the face but ignores the global significance of the 
face. The classification will easily fail if the local attention is 
wrong. For this reason, two strategies can improve this 
deficiency. One is to ensure that the local attention make as few 
errors as possible, and the other is to pay attention to the global 
meaning of the face. To this end, LAC enhances the feature 
extraction ability of the model by suppressing useless features 
through the channel attention mechanism to correct local 
attention and reduce the possibility of local attention errors. On 
the other hand, global attention cannot be neglected, and the 
GAC method with the help of flipped attention correction 
focuses on more emotional details of the face and improves the 
error tolerance of the baseline method. With the combined 
effect of LAC and GAC methods, the DacFER method 
suppresses the uncertainty caused by light, facial condition, age, 
occlusion, blurring and so on, which improves the robustness 
and generalization ability of the model. 

 
Fig. 5. The baseline method, LAC, GAC, and DacFER attention regions on 

noisy samples were compared. 

CNN LAC GAC RAF-DB (%) AffectNet (%) 

✓ - - 88.66 62.09 

✓ ✓ - 88.98 63.32 

✓ ✓ ✓ 90.61 65.46 



To demonstrate the effectiveness of the DacFER method 
against noisy labels, we trained the RAF-DB dataset with 10%, 
20%, and 30% noisy labels respectively. In Table 4, compared 
with the current state-of-the-art noisy label countermeasures, 
the DacFER method improved 0.54%, 1.27%, 0.52% of 
recognition accuracy, which proves that the DacFER method 
improves the ability of the model to fight against noisy labels. 

 

TABLE 4. COMPARE THE RECOGNITION ACCURACY OF VARIOUS NOISE 

COUNTERMEASURES ON THE RAF-DB DATASET FOR NOISY LABELS 

Methods 
Noise (%) 

10 20 30 

Baseline 81.01 77.98 75.50 

SCN(CVPR20) 82.15 79.79 77.45 

RUL(NeurIPS21) 86.17 84.32 82.06 

EAC (EECV22) 88.02 86.05 84.42 

DacFER(Ours) 88.56 87.32 84.94 

 

 
Fig. 6. Training model with DAC method, some correctly classified and 
misclassified sample labels from RAF-DB, AffectNet. 

As shown in Fig. 6., by comparing the corrected mislabeled 
samples on the RAF-DB and AffectNet datasets, we found that 
the DacFER method has suppressive effect on uncertainties 
caused by facial condition, light, and occlusion, but light, age, 
blurring, and occlusion are still the main challenges faced by 
the FER task, especially when a sample has multiple 
uncertainties at the same time, the difficulty of accurately 
identifying the sample is greatly increased. 

IV. CONCLUSION 

In this work, we proposed an efficient facial expression 

recognition network with the channel attention mechanism and 

spatial attention mechanism. Specially, the channel attention 

mechanism is introduced to address the input corruption issue, 

which counteracts noise problem in the low-quality images. 

Secondly, the spatial attention is proposed to focus on the 

importance of global attention. These two approaches together 

suppress the uncertainty problem in FER. Experimental result 

demonstrate that the proposed method has achieved good 

performance on FER noisy datasets and it can meet the 

challenges of FER noisy datasets in special cases. In the future, 

we will examine the fast speed calculation on the proposed 

DacFER model, can works on the video scenarios. 
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